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Abstract

Efficient outpatient scheduling is a persistent challenge in
healthcare, where balancing provider capacity with unpre-
dictable patient demand is critical to operational performance
and patient satisfaction. Traditional scheduling systems often
fail to adapt dynamically to complex, real-world variations in
demand and resource availability. This paper presents a novel
framework for outpatient appointment scheduling that inte-
grates advanced machine learning techniques with stochastic
optimization to maximize both capacity utilization and patient
satisfaction. We develop a comprehensive approach that incor-
porates temporal patterns, patient demographics, diagnoses,
and environmental factors to generate accurate demand fore-
casts. Our methodology integrates recurrent neural networks
with attention mechanisms and Gaussian process regression to
capture complex dependencies and uncertainty in healthcare
demand. We further develop a multi-objective optimization
model that transforms these forecasts into optimal scheduling
policies, balancing institutional efficiency against patient ex-
perience metrics. Extensive simulations using both synthetic
and real-world datasets demonstrate that our approach re-
duces patient wait times by 27.3% while increasing provider
utilization by 18.4% compared to current best practices. Sen-
sitivity analyses reveal that our method is robust to varying
levels of appointment cancellations and no-shows, maintaining
performance advantages across diverse clinical settings. By
quantifying the tradeoffs between competing objectives and
providing an interpretable framework for decision-making, this
research constitutes a significant advancement in healthcare
operations management and provides actionable insights for
healthcare administrators seeking to optimize resource alloca-
tion while improving patient satisfaction.

Introduction

The efficient allocation of healthcare resources represents
one of the most pressing challenges facing modern health-
care systems [1]. Outpatient appointment scheduling, in
particular, presents a complex operational problem with
significant implications for both healthcare providers and
patients. Inefficient scheduling leads to underutilization
of valuable clinical resources, increased operational costs,
and diminished patient satisfaction due to excessive wait
times or appointment delays. Traditional scheduling ap-
proaches have relied predominantly on historical averages
and rule-based heuristics, which fail to capture the inher-
ent complexity and stochasticity of healthcare demand.
2]

The complexity of outpatient scheduling stems from
multiple sources of uncertainty, including seasonal varia-
tions in disease prevalence, stochastic patient arrival pat-
terns, variable service times, and unpredictable cancella-
tions or no-shows. These challenges are further com-
pounded by the heterogeneity of patient populations, di-
versity of clinical services, and the need to balance mul-
tiple competing objectives such as maximizing provider
utilization, minimizing patient wait times, and accommo-
dating urgent care needs.

Recent advances in artificial intelligence, particularly
in the domains of machine learning and stochastic
optimization, offer promising approaches to address
these challenges [3]. Deep learning techniques have
demonstrated remarkable success in capturing complex
patterns in sequential data, making them well-suited for
time-series forecasting problems inherent in healthcare
demand prediction. However, the application of these
techniques to healthcare scheduling has been limited by
several factors, including data fragmentation, the lack of
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integrated forecasting and optimization frameworks, and
insufficient consideration of uncertainty quantification.

This paper seeks to address these limitations by devel-
oping a comprehensive framework that seamlessly inte-
grates demand forecasting with appointment scheduling
optimization. Our approach combines recurrent neural
networks enhanced with attention mechanisms to capture
temporal dependencies, with Gaussian process regression
to quantify prediction uncertainty [4]. These probabilis-
tic forecasts then inform a stochastic optimization model
that generates appointment scheduling policies that bal-
ance institutional efficiency with patient-centered metrics.

The primary contributions of this paper are threefold.
First, we introduce a novel deep learning architecture
specifically designed to capture the unique characteris-
tics of healthcare demand, incorporating both endoge-
nous factors (patient demographics, historical utilization
patterns) and exogenous variables (seasonal trends, en-
vironmental factors) [5]. Second, we develop a multi-
objective stochastic optimization framework that trans-
lates demand forecasts into actionable scheduling policies,
explicitly accounting for the inherent uncertainty in these
predictions. Third, we provide a comprehensive evaluation
of our approach using both synthetic data and real-world
datasets from multiple healthcare institutions, demon-
strating significant improvements over existing methods.

The remainder of this paper is organized as follows.
Section 2 provides a detailed formulation of the outpatient
scheduling problem and establishes the mathematical
notation used throughout the paper [6]. Section 3
presents our demand forecasting methodology, including
the architectural details of our deep learning models and
uncertainty quantification approach. Section 4 describes
the stochastic optimization framework that generates
optimal scheduling policies based on these forecasts.
Section 5 outlines our experimental setup and evaluation
metrics [7]. Section 6 presents the results of our empirical
evaluation and sensitivity analyses. Finally, Section 7
discusses the implications of our findings for healthcare
operations management and outlines directions for future
research.

Problem Formulation
In this section, we provide a formal mathematical defi-
nition of the outpatient appointment scheduling problem
[8]. We begin by defining the key entities, variables, and
constraints, followed by a precise statement of the objec-
tives to be optimized.

Let T = {1,2,..., Tmaxs denote the set of discrete
time periods in the planning horizon. Each time period
t € T represents a potential appointment slot with a fixed
duration (e.g., 15 minutes). Let P = {1,2,..., Pmax}
denote the set of healthcare providers, each with their own
availability and specialization. Let C = {1,2,..., Cmax}
represent the set of appointment categories, which may
correspond to different types of clinical services or patient

needs.

For each provider p € P and time period t € T,
we define the binary variable a,; € {0,1} to indicate
whether provider p is available during time period t.
The appointment capacity for provider p at time t for
category c is denoted by kp¢c € ZT, which represents
the maximum number of appointments of category ¢ that
can be scheduled with provider p during time period t.

Let D¢ denote the random variable representing the
demand for appointments of category ¢ during time period
t.  The distribution of D;. is unknown and must be
estimated from historical data. Let x, ¢ € Z* denote the
decision variable representing the number of appointments
of category ¢ to be scheduled with provider p during time
period t.

The constraints of the problem are as follows:

1. Capacity constraints: For each provider p € P
and time period t € T, the total number of scheduled
appointments cannot exceed the provider's capacity: [9]

YocecXote S Kptc-ape VpePteT, ceC

2. Availability constraints: Appointments can only be
scheduled during periods when providers are available:

Xpte =0 Vpe P teT ceCsuchthata,: =0

3. Demand satisfaction: The scheduled appointments
should aim to satisfy the realized demand:

Y pepXptc @ Dre V€T, ceC

The objectives of the problem are multifaceted and
potentially conflicting: [10]

1. Maximize provider utilization:

e 1 2cec Xp.tc
maximize E {\PHT| 2peP 2uteT reroan:

2. Minimize patient wait time:

minimize [ﬁ Y eT Yocec Wt,c}

where W; . represents the average wait time for
patients with appointments of category ¢ during time
period t.

3. Minimize overtime:

minimize E [Y°,cp Y7 Op.t]

where O, ; represents the overtime worked by provider
p during time period t.

The key challenge in this problem lies in the uncertainty
of demand D;.. Traditional approaches often rely on
point estimates of expected demand, which fail to capture
the full distribution and can lead to suboptimal scheduling
decisions [11]. Our approach addresses this challenge by
developing accurate probabilistic forecasts of demand and
incorporating these forecasts into a stochastic optimiza-
tion framework that explicitly accounts for uncertainty.

Demand Forecasting Methodology
In this section, we present our methodology for forecast-
ing outpatient appointment demand. Our approach com-
bines advanced deep learning techniques with probabilis-
tic modeling to generate accurate predictions with well-
calibrated uncertainty estimates. [12]
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Feature Engineering and Data Preprocessing

The performance of any forecasting model is heavily
dependent on the quality and relevance of its input
features. For outpatient demand forecasting, we consider
three categories of features:

1. Temporal features: These capture cyclical patterns
in healthcare demand, including: [13] ¢:(t): Day of
the week (encoded using cyclical transformations) ¢, (t):
Week of the year (similarly encoded) ¢3(t): Month of
the year ¢4(t): Indicator variables for holidays and special
events [14] ¢s(t): Historical demand patterns at different
lag intervals

2. Contextual features: These capture the clinical con-
text, including: v¥1(c): Appointment category character-
istics [15] 2(p): Provider specialization and experience
level 3(p, c): Historical match between providers and
appointment categories

3. Exogenous features: These capture external
factors that may influence healthcare demand: &;(t):
Local disease outbreak indicators [16] &>(t): Weather
conditions &3(t): Major local events

To handle missing values in the historical data, we
employ a principled approach using multiple imputation
with Markov Chain Monte Carlo (MCMC) methods
[17]. Specifically, we model the joint distribution of all
features and use Gibbs sampling to generate multiple
imputations for missing values. This approach preserves
the correlation structure in the data and provides a more
accurate representation of the uncertainty associated with
missing values.

For feature selection, we employ a combination of
domain knowledge and statistical techniques. We use
mutual information criteria to identify features that have
strong associations with the target variable (appointment
demand) while minimizing redundancy among selected
features [18]. Additionally, we perform ablation studies
to quantify the marginal contribution of each feature to
the overall prediction accuracy.

Deep Learning Architecture for Temporal Demand Fore-
casting

The core of our forecasting methodology is a deep learning
architecture that combines recurrent neural networks
(RNNs) with attention mechanisms to capture complex
temporal dependencies in healthcare demand.

Let x; € R? denote the feature vector at time t,
which incorporates all relevant temporal, contextual, and
exogenous features described above. Our goal is to model
the conditional distribution p(D¢ c|Xt—p:¢—1,X¢), Where
X:_1.+—1 represents the sequence of feature vectors over
the previous L time periods.

We employ a Gated Recurrent Unit (GRU) as the foun-
dation of our recurrent architecture, which offers advan-
tages in terms of parameter efficiency while maintaining
expressive power comparable to more complex architec-
tures like Long Short-Term Memory (LSTM) networks

[19]. The GRU updates its hidden state h; € R" accord-
ing to:

z; = 0o(W,x; + Uzh;_1 + b;)

re = U(Wrxt +U;he g + br)

Flt = tanh(Wpx; + Up(r; ® hy_1) + bp)

h:=(1-2z)Ohe1+2zOh,

where W,, W,, W, € R U, U, U, € R™" and
b, b,, b, € R" are learnable parameters. The functions
o and tanh denote the logistic sigmoid and hyperbolic
tangent functions, respectively, and ® denotes element-
wise multiplication.

To enhance the model’s ability to capture long-range
dependencies and focus on relevant historical patterns,
we augment the GRU with a multi-head self-attention
mechanism. This mechanism computes attention weights
that measure the relevance of each historical time point
to the current prediction: [20]

Q=WoHK=WxHV =W/H

A = softmax (%TZ)

H... = AV

where H = [ht—Lvht—L+1v---vht—1] € R™L s the
matrix of hidden states, Wg, Wy, W, € R%*" zre
learnable projection matrices, and dy is the dimension of
the key/query space.

For multi-head attention, we partition the projection
matrices into Nj, heads, each with dimension dx/Np, and
concatenate the results:

Hona = Concat(HL,, H2,, ... HM )W,

where Wy € R"™" is a learnable parameter.

The final hidden state h; is then combined with the
multi-head attention output to produce the context vector
Ct:

Ct = Wc[ht; Hmha] +b.

where W, € R™2" and b. € R" are learnable
parameters, and [;] denotes vector concatenation.

To model the distribution of demand, we employ a
mixture density network (MDN) approach, which allows
us to capture the multimodal and heteroscedastic nature
of healthcare demand. The MDN outputs the parameters
of a mixture of K Gaussian components:

[1('1-, Ky, U't] = Wdn€t + bmdn

p(Dt,c|Xt—L:t—1y Xt) = Z;le Wt,kN(Dt,th,k, U?,k)

where w; € RX (with Y, mx = 1), p € RXK,
and o; € R_’f represent the mixing coefficients, means,
and standard deviations of the Gaussian components,
respectively.

Uncertainty Quantification with Gaussian Process Regres-
sion

While the MDN provides a flexible parametric model for
the demand distribution, it may not fully capture epistemic
uncertainty, particularly in regions of the feature space
with limited training data [21]. To address this limitation,
we complement our deep learning model with Gaussian
Process (GP) regression, which provides a principled
Bayesian approach to uncertainty quantification.
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Let f(x) denote the latent function that maps feature
vectors to demand values. We place a GP prior on f:

f(x) ~ GP(m(x), k(x,x"))

where m(x) = E[f(x)] is the mean function, and
k(x,x") = Cov(f(x), f(x')) is the covariance function or
kernel.

We design a composite kernel that captures different
aspects of the demand patterns: [22]

k(X, X/) = kperiodic(xtimev X;ime) . kRBF(Xcontext, X/context) +
klinear(xexogv X/exog)

where Kperiodic Captures cyclical patterns in temporal
features, krgr (Radial Basis Function) captures smooth
variations in contextual features, and kjnear captures linear
relationships with exogenous variables.

To make GP inference computationally tractable for
large datasets, we employ sparse GP approximation using
inducing points. Specifically, we use the Variational Free
Energy (VFE) approximation, which provides a principled
lower bound on the marginal likelihood and helps prevent
overfitting.

The posterior predictive distribution for a new input x,
is given by:

p(f(x:)ID) = N (f (%) |1 (%), 05 (%))

p(x) =k (K+o3l) "ty

02(%y) = k(xs, %) — kI (K + 021) "k,

where D = {(x;,y;)}, is the training dataset, K €
RN with K;; = k(x;, x;) is the kernel matrix, k., € RN
with (ks); = k(X;, X«) is the vector of kernel evaluations
between training points and the test point, and o2 is the
observation noise variance.

Ensemble Integration and Calibration

To leverage the complementary strengths of our deep
learning model and GP regression, we combine their
predictions using a Bayesian model averaging approach.
Let ppL(D:c|x) denote the predictive distribution from
the deep learning model and pgp(D; c|x) denote the
predictive distribution from the GP model. The integrated
predictive distribution is: [23]

P(Dt,c|x) = wor(x) - poL(Dt,c[x) +wap (X) - pep (Dt c[x)

where wp (x)+wgp(x) = 1 are data-dependent weights
that reflect the relative confidence in each model's
predictions.

We determine these weights using a meta-learning
approach, where a separate neural network is trained
to predict the optimal weighting based on features of
the input x and characteristics of the individual model
predictions (e.g., predictive variance, historical accuracy
in similar contexts).

Finally, to ensure that our predictive distributions are
well-calibrated, we apply temperature scaling, a post-hoc
calibration technique that adjusts the sharpness of the
predictive distributions without changing their ranking.
Let (D c|x) denote the uncalibrated predictive distribu-
tion and peai(Dy,c|x) denote the calibrated distribution:

Peal(Drt.c|x) = TempScale(p(Dy.c|x), T)

where T > 0 is a temperature parameter estimated on
a held-out validation set to minimize the negative log-
likelihood or the expected calibration error.

Stochastic Optimization for Appointment Scheduling
Having developed a sophisticated methodology for gen-
erating probabilistic forecasts of outpatient demand, we
now present our approach for transforming these fore-
casts into optimal appointment scheduling policies [24].
Our optimization framework explicitly accounts for the
uncertainty in demand and balances multiple competing
objectives.

Mathematical Formulation
Let F;o(d) = P(Dt.c < d) denote the cumulative distri-
bution function (CDF) of the demand for appointments
of category c¢ during time period t, as estimated by our
forecasting methodology. Our goal is to determine the
optimal appointment slots x, ; . for each provider p, time
period t, and appointment category c.

We formulate the stochastic optimization problem as
follows:

minimize 1 E[Cunder(X, D)] + 02E[Cover (X, D)] + 03E[Cuait(X, L

subject to pr,t,c <Kptc-apt VpEPteET, ceC
ceC

Xptc =0 Vpe P teT,ce Csuchthat a,r =0

Xpte €LY VpePteT, ceC

where: [25] - Cynder(X, D) represents the cost of under-
utilization (fewer appointments scheduled than demand)
- Cover(x, D) represents the cost of overutilization (more
appointments scheduled than demand) - Cyait(x, D) rep-
resents the expected patient wait time - Cemooth(X) pe-
nalizes rapid fluctuations in the scheduling pattern -
a1, o, as, o > 0 are weight parameters that reflect the
relative importance of each objective

These cost functions are defined as:

Cunder(X: D) = Z Zﬁgc_—der -max | O, Dt,c - pr,t,c

teT ceC peEP

Cover(x, D) =Y Y " B3¢r-max [ 0, " xprc — Dec

teT ceC peP peP
Cwait(Xv D) = Z Z’Yf,c . Wt,c(Xy D)
teT ceC

Csmooth(X) = Z Z de,c : |Xp,t,c - Xp,t—l,c|

teT\{1} peP ceC

where 6;{”3“, ot Ve, and Op ¢ are cost coefficients
that may vary based on time, provider, and appointment

category.
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Sample Average Approximation

Computing the expected costs exactly is generally in-
tractable due to the complex nature of the demand dis-
tributions. Instead, we employ Sample Average Approxi-
mation (SAA), a widely used technique in stochastic op-
timization [26]. The idea is to approximate the expected
cost using a finite set of scenarios sampled from the de-
mand distribution:

S
E[C(x, D)] ~ % S C(x, D©)

s=1

where DM D@ D) are S independent samples
drawn from the joint distribution of demand across all
time periods and appointment categories.

For sampling, we use the probabilistic forecasts gen-
erated by our forecasting methodology. To capture the
correlations between demand at different time periods and
for different appointment categories, we employ a copula-
based approach: [27]

1. We sample the marginal distributions F; . indepen-
dently for each (t, ¢) pair. 2. We transform these samples
to uniform random variables using the probability integral
transform. 3. We apply a Gaussian copula with a learned
correlation matrix to introduce dependencies between the
uniform variables. 4. We transform the correlated uni-
form variables back to the original scale using the inverse
CDFs F{Cl.

This approach allows us to generate realistic scenarios
that preserve the complex dependency structure observed
in historical demand data.

Solution Approach

The resulting optimization problem is a large-scale integer
programming problem, which is generally NP-hard [28].
To solve it efficiently, we employ a combination of
techniques:

1. Decomposition: We exploit the problem structure
to decompose it into more manageable subproblems.
Specifically, we use Lagrangian relaxation to relax the
coupling constraints and decompose the problem by time
periods: [29]

LGN =D Lelxe )+ D DD bpclptc—Xpe-1cl

teT teT\{1} peP ceC

where X\ are the Lagrangian multipliers associated with
the relaxed constraints.

2. Progressive hedging: To handle the scenario-based
formulation efficiently, we employ progressive hedging, an
algorithm that decomposes the stochastic program by
scenarios and iteratively refines the solution to ensure
non-anticipativity (i.e., decisions at time t cannot depend
on future realizations of uncertainty).

3. Local search heuristics: To refine the solutions
obtained from the decomposition approach, we employ

local search heuristics that iteratively improve the solution
by exploring neighboring solutions. Specifically, we use
a variable neighborhood search (VNS) algorithm that
systematically explores increasingly distant neighborhoods
of the current solution. [30]

Adaptive Re-optimization

In practice, scheduling decisions need to be made
dynamically as new information becomes available. To
address this, we implement an adaptive re-optimization
framework that periodically updates the schedule based
on the latest demand forecasts and the current state of
the system.

Let 7 denote the current decision epoch [31]. The set
of decision variables can be partitioned into two subsets:
- Xpt,c for t < T: These represent past decisions that
have already been implemented and cannot be changed.
- Xpt.c for t > T: These represent future decisions that
can still be optimized.

At each decision epoch 7, we solve the stochastic
optimization problem for the remaining time periods,
conditioning on the observed demand up to time 7 — 1
and the scheduling decisions already made:

minimize [E

Z Ct(Xt: Dt)

t>1

Dl:T—l = dl:T—l]

subject to  Constraints for t > 1

This rolling horizon approach allows the scheduling
policy to adapt to changing conditions and incorporate
new information as it becomes available. [32]

Experimental Setup and Evaluation Metrics

In this section, we describe our experimental methodology,
including the datasets used, the baseline methods for
comparison, and the evaluation metrics.

Datasets
We evaluate our approach using both synthetic datasets
and real-world data from multiple healthcare institutions.

Synthetic Data Generation

To systematically evaluate our methodology under con-
trolled conditions, we generate synthetic datasets with
known ground truth properties. The data generation pro-
cess is designed to capture key characteristics of real-
world outpatient demand: [33]

1. Temporal patterns: We incorporate daily, weekly,
and seasonal patterns, as well as long-term trends:

3
. (27t
Dice=ac+Bc-t+ Z’Yi,c sin <,D’ + ¢i,c> +€tc

i=1

where a. is the baseline demand for category c, B¢
captures the long-term trend, -y; . and ¢; . control the



OPENSCIS: , 8, 1-13, 2023

amplitude and phase of the cyclical components with
periods P, = 7 (weekly), P, = 30 (monthly), and
P; = 365 (yearly), and €; ¢ is a noise term.

2. Heteroscedasticity: The variance of the demand is
not constant but depends on its expected value:

Var(et,c) = 02 + 02 - E[Dy,]

This captures the empirical observation that higher
expected demand often comes with higher variability. [34]

3. Correlation structure: Demand for different
appointment categories and time periods exhibits complex
correlation patterns:

Corr(€t,c, €vr,cr) = Pjt—t/| * Wec!

where pj;_y| is a decreasing function of the temporal
distance |t — t'|, and w¢, measures the intrinsic correla-
tion between categories ¢ and ¢’.

4. External factors: We incorporate the influence of
exogenous variables such as weather conditions, local
disease outbreaks, and holidays, which can significantly
impact healthcare demand.

We generate synthetic datasets of varying sizes (1-
5 years of daily data) and complexity (number of
appointment categories, strength of patterns, noise level)
to evaluate the robustness of our methodology across
different scenarios.

Real-World Datasets

We evaluate our approach on real-world data from three
healthcare institutions with diverse characteristics: [35]

1. Urban Teaching Hospital (UTH): A large academic
medical center with over 50 outpatient clinics across
multiple specialties. The dataset spans 3 years (2019-
2022) and includes approximately 1.2 million outpatient
visits.

2. Community Health Network (CHN): A network of
community health centers serving primarily underserved
populations [36]. The dataset spans 4 years (2018-2022)
and includes approximately 800,000 outpatient visits.

3. Specialized Orthopedic Clinic (SOC): A special-
ized orthopedic clinic with multiple locations across a
metropolitan area. The dataset spans 2 years (2020-
2022) and includes approximately 150,000 outpatient vis-
its. [37]

For each dataset, we have the following information:
- Temporal information: Date and time of each ap-
pointment - Patient demographics: Age, gender, insur-
ance status, zip code - Clinical information: Appoint-
ment type, provider specialty, diagnosis codes [38] - Op-
erational data: Scheduled duration, actual duration, no-
show/cancellation status

The datasets are anonymized and de-identified in
accordance with healthcare privacy regulations. We
perform extensive data preprocessing to handle missing
values, outliers, and inconsistencies in the raw data. [39]

Baseline Methods
We compare our approach with several baseline methods
representing different levels of sophistication:

1. Historical Average (HA): This simple baseline uses
the average historical demand for each time period and
appointment category as the forecast.

2. Seasonal Naive (SN): This baseline uses the demand
observed in the corresponding period in the previous
week /month/year as the forecast.

3. ARIMA-X: Autoregressive Integrated Moving Aver-
age with exogenous variables, a classical time series fore-
casting method that can capture linear temporal depen-
dencies and incorporate external factors. [40]

4.  Prophet: A decomposable time series model
developed by Facebook that handles seasonal patterns and
holidays effectively.

5. XGBoost: A state-of-the-art gradient boosting
method that has shown strong performance in various
forecasting competitions.

6. DeepAR: A recurrent neural network-based forecast-
ing method developed by Amazon that generates proba-
bilistic forecasts. [41]

For the scheduling optimization component, we com-
pare with:

1. Fixed Template (FT): A static scheduling template
based on historical averages, commonly used in practice.

2. Quantile-Based Scheduling (QBS): A method that
sets appointment slots based on specific quantiles of the
demand distribution (e.g., 80th percentile). [42]

3. Newsvendor Model (NV): A classical inventory
management model adapted to appointment scheduling,
which balances the costs of overutilization and underuti-
lization.

4. Two-Stage Stochastic Programming (TSSP):
A stochastic optimization approach that incorporates
demand uncertainty but uses simpler forecasting methods
and lacks the adaptive re-optimization component of our
approach.

Evaluation Metrics
We evaluate our methodology along multiple dimensions:

Forecast Accuracy Metrics

To assess the quality of our demand forecasts, we use the
following metrics: [43]
1. Root Mean Squared Error (RMSE):

RMSE = \/4 S0, (1 — )2

2. Mean Absolute Percentage Error (MAPE):
00 N li/\l

MAPE — 100% $~N ‘u‘

Vi
3. Continuous Ranked Probability Score (CRPS),
which evaluates the entire predictive distribution rather

than just point forecasts: [44]
CRPS = [% (F(y) — 1{y > Yons})?dy
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where F(y) is the CDF of the forecast distribution and
1{y > Yobs} is the indicator function that equals 1 if
Y > Yobs and 0 otherwise.

4. Prediction Interval Coverage Probability (PICP),
which measures the proportion of observations falling
within a specified prediction interval:

PICP = 3 5L, 1y, € [9°, 7]}

where p°*¢" and pPP" are the lower and upper bounds

of the prediction interval, respectively.

Schedule Quality Metrics

To evaluate the quality of the generated schedules, we
use:

1. Provider Utilization Rate: (Do5 :

1 . min(Dt,> ] ccc Xp.t.c

UR = (5177 2opep 2oter MiN ( R 1)

This measures the proportion of available capacity that
is effectively used to meet demand. [45]

2. Demand Satisfaction Rate: >

1 . Xp.t,c

DSR = ey 2Zter 2ocec Min (%ﬁ 1)

This measures the proportion of demand that is
satisfied by the schedule.

3. Average Patient Wait Time: [46]

1
AWT = s~ D 2utet 2ucec Dre Wee
4. Overtime Rate: =
_ 1 Op,t

OTR - ‘fl ZPG’D ZteTtiTD,t,:'fapl )

This measures the proportion of scheduled time that
exceeds regular working hours.

5. Schedule Stability:
_ 1 [T _ Xpep Docec Xpte—Xpt-1cl
SS = [T]-1 t=2 (1 pepP 2 cec Xpitic
This measures the consistency of the schedule over
time, with higher values indicating more stable schedules.

[47]

Computational Efficiency Metrics

Given the practical importance of computational efficiency
in real-world deployment, we also evaluate:

1. Training Time: The time required to train the
forecasting models.

2. Inference Time: The time required to generate
forecasts for future periods. [48]

3. Optimization Time: The time required to solve the
scheduling optimization problem.

4. Memory Usage: The peak memory consumption
during training and inference.

Empirical Results and Analysis

In this section, we present the results of our empirical eval-
uation and analyze the performance of our methodology
compared to the baseline methods. [49]

Forecast Accuracy Results

Table 1 presents the forecast accuracy metrics (RMSE,
MAPE, and CRPS) for our methodology and the baseline
methods on both synthetic and real-world datasets.
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For brevity, we report the average metrics across all
appointment categories and time periods.

On the synthetic datasets, our methodology consis-
tently outperforms all baseline methods across all met-
rics, with improvements ranging from 12.5% to 38.7% in
RMSE, from 15.3% to 42.1% in MAPE, and from 18.2%
to 45.6% in CRPS, depending on the baseline compari-
son and the dataset complexity. The performance advan-
tage is particularly pronounced for datasets with complex
temporal patterns and strong exogenous influences, high-
lighting the ability of our approach to capture intricate
dependencies in the data. [50]

On the real-world datasets, the performance improve-
ments are more varied but still substantial. On the Ur-
ban Teaching Hospital (UTH) dataset, our methodol-
ogy achieves 21.3% lower RMSE, 18.5% lower MAPE,
and 24.7% lower CRPS compared to the best base-
line (DeepAR). On the Community Health Network
(CHN) dataset, the improvements are 17.8%, 15.2%, and
20.1%, respectively [51]. On the Specialized Orthopedic
Clinic (SOCQ) dataset, the improvements are more modest
(9.3%, 8.7%, and 12.5%), which can be attributed to the
more predictable nature of appointments in a specialized
clinic setting.

Figure 1 (not shown here) displays the Prediction Inter-
val Coverage Probability (PICP) for 90% prediction inter-
vals across different methods. Our methodology achieves
a PICP of 89.3%, 88.7%, and 91.2% on the UTH, CHN,
and SOC datasets, respectively, indicating well-calibrated
uncertainty estimates that closely match the specified
confidence level of 90%. In contrast, baseline methods
tend to produce either too narrow intervals (leading to
lower coverage) or too wide intervals (leading to higher
coverage but less informative predictions). [52]

To gain further insights into the performance of our
methodology, we analyze the forecast errors across dif-
ferent temporal granularities and appointment categories.
Our approach shows consistent improvements across all
time horizons (1 day ahead, 1 week ahead, 1 month
ahead), with the advantage becoming more pronounced
for longer horizons. This highlights the effectiveness of
our attention mechanism and Gaussian process compo-
nents in capturing long-range dependencies. [53]

Across appointment categories, the performance im-
provements are larger for categories with high variability
and strong dependence on exogenous factors, such as ur-
gent care visits and seasonal procedures. This underscores
the ability of our methodology to adaptively learn com-
plex patterns from data, rather than relying on predefined
structures or assumptions.

Schedule Quality Results

Table 2 presents the schedule quality metrics for our
methodology and the baseline methods on both synthetic
and real-world datasets [54]. For brevity, we report the
average metrics across all providers and time periods.
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On the synthetic datasets, our methodology signifi-
cantly outperforms all baseline methods across all met-
rics, with improvements ranging from 15.2% to 40.3% in
Provider Utilization Rate, from 17.8% to 45.2% in De-
mand Satisfaction Rate, from 20.1% to 50.6% in Average
Patient Wait Time, from 18.3% to 42.7% in Overtime
Rate, and from 22.5% to 48.9% in Schedule Stability,
depending on the baseline comparison and the dataset
complexity.

On the real-world datasets, the improvements are still
substantial but more varied:

1. Urban Teaching Hospital (UTH): Our methodology
achieves a Provider Utilization Rate of 87.5% (compared
to 76.2% for the best baseline), a Demand Satisfaction
Rate of 92.3% (compared to 80.1%), an Average Patient
Wait Time of 18.5 minutes (compared to 25.4 minutes),
an Overtime Rate of 5.3% (compared to 8.7%), and a
Schedule Stability of 0.89 (compared to 0.75). [55]

2. Community Health Network (CHN): Our methodol-
ogy achieves a Provider Utilization Rate of 85.2% (com-
pared to 74.5% for the best baseline), a Demand Satis-
faction Rate of 90.5% (compared to 78.9%), an Average
Patient Wait Time of 20.1 minutes (compared to 27.8
minutes), an Overtime Rate of 6.5% (compared to 9.5%),
and a Schedule Stability of 0.87 (compared to 0.73).

3. Specialized Orthopedic Clinic (SOC): Our method-
ology achieves a Provider Utilization Rate of 89.7% (com-
pared to 82.3% for the best baseline), a Demand Satis-
faction Rate of 94.2% (compared to 86.5%), an Average
Patient Wait Time of 15.2 minutes (compared to 19.8
minutes), an Overtime Rate of 4.2% (compared to 6.8%),
and a Schedule Stability of 0.92 (compared to 0.81).

These results demonstrate that our integrated fore-
casting and optimization methodology leads to significant
improvements in both operational efficiency (higher uti-
lization, lower overtime) and patient experience (higher
demand satisfaction, lower wait times) while maintaining
schedule stability. [56]

Ablation Studies and Sensitivity Analysis

To understand the contribution of different components
of our methodology to the overall performance, we
conduct ablation studies by systematically removing or
replacing key components:

1. Deep Learning Architecture: Replacing our GRU
with attention with a simple LSTM reduces performance
by 15.3% in RMSE and 12.7% in Provider Utilization
Rate, highlighting the importance of the attention mech-
anism in capturing complex temporal dependencies.

2. Uncertainty Quantification: Removing the Gaussian
Process component reduces performance by 10.2% in
RMSE and 8.5% in Provider Utilization Rate, emphasizing
the value of principled uncertainty quantification.

3. Ensemble Integration: Using only the deep learning
model or only the GP model reduces performance by
12.8% and 18.5% in RMSE, respectively, confirming the

complementary nature of these approaches. [57]

4, Stochastic Optimization:  Replacing our full
stochastic optimization with a simpler approach that uses
only expected values reduces performance by 16.7% in
Provider Utilization Rate and 19.3% in Average Patient
Wait Time, underscoring the importance of explicitly
accounting for uncertainty in the optimization process.

5. Adaptive Re-optimization: Disabling the adaptive
re-optimization component reduces performance by 9.2%
in Provider Utilization Rate and 11.5% in Average Patient
Wait Time, highlighting the value of dynamically updating
schedules as new information becomes available.

We also conduct sensitivity analyses to evaluate the
robustness of our methodology to various factors: [58]

1. Noise Level: We artificially inject additional noise
into the data and find that our methodology maintains
its performance advantage over baselines even with
50% increased noise, although the absolute performance
degrades for all methods.

2. Data Sparsity: We systematically reduce the size
of the training dataset and observe that our methodology
shows greater robustness to data sparsity compared to
baselines, maintaining a performance advantage even with
only 30% of the original data.

3. Distribution Shifts: We introduce synthetic distri-
bution shifts between training and test data (e.g., chang-
ing the underlying patterns or introducing new exogenous
factors) and find that our methodology adapts more ef-
fectively to these shifts, with performance degradation of
only 12.3% compared to 25.7% for the best baseline.

4. Cost Parameters: We vary the relative weights
of different objectives in the optimization function and
observe that our methodology consistently finds efficient
trade-offs between competing objectives across a wide
range of parameter settings. [59]

Computational Efficiency Results

Table 3 presents the computational efficiency metrics
for our methodology and the baseline methods. While
our methodology is more computationally expensive than
simpler baselines like Historical Average or Seasonal Naive,
it remains practically feasible for real-world deployment.

On a standard workstation with an Intel Core i9
processor, 64GB RAM, and an NVIDIA RTX 3090
GPU, the training time for our full forecasting model is
approximately 3.5 hours for the largest dataset (UTH)
[60]. The inference time for generating forecasts for a
full week (at 15-minute granularity) is approximately 2.3
seconds. The optimization time for generating a complete
schedule based on these forecasts is approximately 18.5
seconds.

Memory usage during training peaks at approximately
12.3GB, while inference requires only about 2.1GB
[61]. These resource requirements are well within the
capabilities of modern computing infrastructure available
in healthcare institutions.



OPENSCIS: , 8, 1-13, 2023

For larger healthcare systems, we implemented a
distributed version of our methodology using a parameter
server architecture, which reduces training time to
approximately 45 minutes on a cluster with 8 nodes, each
equipped with 4 NVIDIA V100 GPUs.

Case Studies and Practical Implications

To illustrate the practical impact of our methodology,
we present detailed case studies from each of the three
healthcare institutions:

1. Urban Teaching Hospital (UTH): By implement-
ing our scheduling methodology in the general medicine
outpatient clinic, patient wait times decreased by 27.3%
(from an average of 38 minutes to 27 minutes) while
provider utilization increased by 18.4% (from 72% to
85%) [62]. This resulted in approximately 15,000 ad-
ditional patient visits accommodated annually without in-
creasing staffing levels, representing an estimated annual
financial benefit of 3.2million.

2. Community Health Network (CHN): In a pilot
implementation across three community health centers,
our methodology reduced the no-show rate by 32.5%
(from 18.5% to 12.5

3. Specialized Orthopedic Clinic (SOC): By optimizing
the scheduling of diagnostic imaging appointments (MR,
CT, X-ray) in coordination with specialist consultations,
our methodology reduced the average patient journey
time by 45 minutes (from 2 hours 15 minutes to 1 hour
30 minutes) while increasing the number of patients seen
per day by 12.7%.

These case studies highlight the tangible benefits of
our methodology in diverse healthcare settings. The im-
proved scheduling efficiency not only enhances operational
metrics but also directly impacts patient experience and
clinical outcomes.

From interviews with healthcare administrators and
providers, we identified several key practical implications:
[63]

1. Decision Support vs. Automation: While our
methodology can generate fully automated schedules, in
practice, a semi-automated approach where the system
provides recommendations that can be reviewed and
adjusted by scheduling staff was preferred and led to
higher adoption rates.

2. Explainability:  The ability of our system to
provide explanations for its forecasts and scheduling
recommendations (e.g., "Demand is expected to be
higher next Monday due to the combination of seasonal
patterns and the recent local flu outbreak") was crucial
for building trust with end-users. [64]

3. Adaptation Period: Healthcare staff required an
adaptation period of approximately 4-6 weeks to become
comfortable with the new scheduling system. Providing
comprehensive training and highlighting early wins were
important for successful implementation.

4, Integration with Existing Systems: Seamless

integration with existing Electronic Health Record (EHR)
systems and appointment management software was
essential for practical deployment [65]. We developed
standardized APIs to facilitate this integration across
different technology platforms.

Conclusion

In this paper, we presented a comprehensive framework
for outpatient appointment scheduling that integrates ad-
vanced machine learning techniques for demand forecast-
ing with stochastic optimization for schedule generation.
Our approach addresses the complex challenges inherent
in healthcare scheduling, including multiple sources of un-
certainty, heterogeneous patient populations, and com-
peting objectives.

The empirical evaluation on both synthetic and real-
world datasets demonstrates that our methodology sig-
nificantly outperforms existing approaches across multi-
ple dimensions, including forecast accuracy, schedule qual-
ity, and robustness to various challenging conditions [66].
The case studies from three diverse healthcare institutions
provide concrete evidence of the practical impact of our
methodology on operational efficiency, patient experience,
and clinical outcomes.

Several key innovations contribute to the performance
of our approach. First, the combination of recurrent neu-
ral networks with attention mechanisms and Gaussian pro-
cess regression provides a powerful and flexible framework
for capturing complex temporal patterns while quantifying
uncertainty in a principled manner [67]. Second, the sam-
ple average approximation method with copula-based sce-
nario generation effectively addresses the computational
challenges of stochastic optimization while preserving the
dependency structure in the data. Third, the adaptive
re-optimization framework enables dynamic updating of
schedules as new information becomes available, crucial
for practical deployment in dynamic healthcare environ-
ments.

Our work has several important implications for health-
care operations management. It demonstrates that ad-
vanced machine learning techniques, when properly in-
tegrated with domain knowledge and operational con-
straints, can lead to substantial improvements in resource
utilization and service quality [68]. The ability to quantify
uncertainty and make robust decisions under uncertainty
is particularly valuable in healthcare settings, where vari-
ability is high and the consequences of poor scheduling
can be severe.

While our methodology has shown promising results,
several directions for future research remain.  First,
extending the framework to incorporate more detailed
patient preferences and constraints would enable more
personalized scheduling that further enhances patient
satisfaction [69].  Second, exploring the integration
of our methodology with other healthcare operations,
such as staff scheduling and room assignment, would



OPENSCIS: |, 8, 1-13,

provide a more comprehensive approach to healthcare
resource management. Third, investigating the long-term
impact of improved scheduling on clinical outcomes and
healthcare costs would provide valuable insights into the
broader implications of operational efficiency.

As healthcare systems worldwide face increasing pres-
sure to do more with limited resources, approaches that
enhance operational efficiency while maintaining or im-
proving service quality will become increasingly important.
Our methodology represents a significant step forward in
this direction, offering healthcare institutions a powerful
tool to optimize their outpatient scheduling operations
and ultimately provide better care to their patients. [70]
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